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ANALYSIS

When the Supreme Court 
dealt a substantial blow to 
collective proceedings for 

data protection claims in Lloyd v 
Google,1 surely we all knew that would 
not be the end of the story? Since then, 
there has been action in the courts on 
data protection related cases and now a 
case in the Competition Appeal Tri-
bunal (CAT) has reason to make data 
protection professionals sit up and pay 
attention!  

THE CLAIM  
In early 2022, Dr Liza Lovdahl Gorm-
sen applied to commence opt-out col-
lective proceedings (this is where the 
class members automatically become 
part of the claimant class unless they 
actively opt out) under the Competi-
tion Act 1998 against Meta Platforms 
Inc., Meta Platforms Ireland Limited 
and Facebook UK Limited (collec-
tively described as Meta below). 

The claim against Meta is for 
approximately £2.2bn (plus interest) 
and is made on behalf of a class of 
approximately 45 million individuals - 
individuals in the UK who had a Face-
book account and accessed it at least 
once between 11 February 2016 and 
31 December 2019 inclusive. 

In February 2023, the CAT handed 
down a judgment in relation to Dr 
Lovdahl Gormsen’s application for cer-
tification of the proceedings, granting a 
stay of six months to allow the claimant 
representative to better clarify a “new 
and better blueprint for the effective 
trial of the proceedings” for the reasons 
discussed below.  

Unlike claims under data protec-
tion legislation, in the CAT, there is a 
specific regime for collective proceed-
ings which allows a representative 
who is certified by the CAT to bring a 
claim on behalf of a class of claimants, 
without the need to individually iden-
tify them. A claim has to be certified 

by the CAT in order to proceed as a 
collective action. The regime has been 
in existence since 2015 and it was ini-
tially unclear how much the regime 
would be used; however, it has grown 
in popularity thanks to the seeming 
eagerness to certify these types of 
claims. In a recent case involving Mas-
tercard, the Supreme Court is consid-
ered to have significantly lowered the 
bar for certification, opening the door 
to these types of claims, holding 
(amongst other things) that the method 
of distributing damages does not have 
to reflect the individual claimants’ 
losses, a sharp contrast with Lloyd v 
Google, where the Supreme Court, 
although seeing no reason why mone-
tary remedies could not be claimed in a 
collective action, considered that the 
difficulties lie in the fact that an indi-
vidualised assessment of loss would 
normally be needed. The court con-
sidered, however, that a collective 
claim might be appropriate where the 
entitlement can be calculated on a 
basis which is common to all of the 
class members (e.g., they were 
wrongly charged a fixed fee) or 
where the loss can be calculated 
without reference to the loss suffered 
by individual class members. 

The judgment in question does not 
deal with the strength of the parties’ 
arguments in the central case but con-
siders whether the claimant representa-
tive has presented a methodology for 
establishing loss on a class wide basis – a 
means by which the loss is common to 
the class, an important element in order 
to allow claims to proceed collectively. 
This is known as the “Pro Sys” test. It is 
necessary for this test to be satisfied in 
order for a claim to continue. 

FACTUAL BACKGROUND  
Meta provided its services to users of 
Facebook as quoted in the judgment: 
“[We] don’t charge you to use Face-

book or the other products and services 
covered by these Terms. Instead, busi-
nesses and organisations pay us to show 
you ads for their products and services. 
By using our Products, you agree that 
we can show you ads that we think will 
be relevant to you and your interests. 
We use your personal data to help 
determine which ads to show you.” 

Meta used personal data submitted 
by users to determine which adverts 
might be relevant to them. They did 
not sell personal data to advertisers, but 
offered advertisers the ability to show 
adverts to a relevant audience without 
sharing information that personally 
identifies users. 

THE ALLEGATIONS 
The claimant representative argued that 
Facebook was not provided free of 
charge, but was paid for with:  
•    personal data provided by users 

explicitly (such as name and contact 
details), 

•    personal data provided implicitly 
(such as contacts, browsing his-
tory, private messages, behavioural 
patterns), 

•    personal data obtained by or via 
third party websites and application 
shared with or obtained by Face-
book (such as browsing history, 
Internet usage, census data, health 
data), and/or 

•    sensitive data (such as individuals’ 
racial or ethnic origin, political opin-
ions, religious beliefs, sex life and 
health).  
This personal data was then mone-

tised and exploited by Meta with no 
payment being provided to users. 

The claim made three main 
 allegations as to how Meta exploited 
its dominance in breach of competi-
tion law, all of which relate to Meta’s 
use of personal data:  
1.   Imposing an Unfair Data Require-

ment: Meta collected personal data 

What is the true ‘loss’ to 
individuals in competition cases?
Claire Saunders and Jenai Nissim of HelloDPO Law discuss the Gormsen case which 
raises the question whether consumers should be compensated for the personal data that 
Facebook monetises for advertising.
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beyond what was needed for the 
provision of a social media net-
work, which was disproportionate 
and/or not necessary; 

2.   Unfair Price allegations: Meta 
demanded an unfairly high “price” 
or “payment in kind” (in terms of 
the personal data required) for use 
of the platform and that on the 
other hand, by only providing the 
social media network in return, it 
paid an unfairly low “price” for the 
personal data; and 

3.   Unfair Trading conditions allega-
tions: individuals who wanted to 
use Facebook (allegedly the domi-
nant social media network) were 
unable to avoid the terms and con-
ditions imposed by Meta, which 
were excessively long and complex, 
hard to understand and subject to 
frequent unexplained changes. 
Additionally, Meta failed to suffi-
ciently explain what personal data 
was collected and how it was used 
and furthermore, decreased privacy 
protections over time with its 
increasing dominance. 

THE CAT DECISION  
Having considered the claim, the CAT 
concluded that the claimant had failed 
to put forward a methodology for 
establishing a “loss”, to the individuals 
whose personal data was the subject of 
the class action, on a class-wide basis 
and instead, the claim was mostly 
focused on the monetary value derived 
by Meta for the use of the personal data 
(an unacceptable approach). 

The CAT found, in relation to the 
Unfair Terms and Conditions claim, 
that the effect of the alleged mislead-
ing statements in Meta’s terms and 
conditions was likely to be different 
for different individuals and as such 
the CAT expressed concern as to 
whether it was suitable for collective 
proceedings. The CAT also expressed 
doubts that this claim could be made 
under competition law. 

In respect of the Unfair Price allega-
tions, the CAT accepted that “the dif-
ference between the price actually 
charged and the price that should have 
been charged” represented the measure 
of loss to the claimants.  

However, the methodology pro-
duced for assessing an excessive price 
(and so potentially an abusive price) 

had not been sufficiently set out. The 
CAT also commented on the fact that 
the claimant’s case does not fall 
squarely within the current case law, 
which could pose problems. 

WHAT’S NEXT? 
Having found the methodology lack-
ing, the CAT has given Dr Lovdahl 
Gormsen six months in which to con-
duct a “root and branch” re-evaluation 
of it. The CAT reasoned that the need 
for access to justice required them to let 
the claimant “have another go”. Inter-
estingly Meta did not apply for the 
claim to be struck out (dismissed) and 
the CAT did not make the order itself, 
even though they were highly critical 
of what was put forward by the 
claimant representative. 

Whilst not assessing the merits of 
the central case, the CAT did make 
various comments throughout the 
judgment which give the impression 
that the case may be problematic in 
several areas. 

WHAT CAN WE LEARN FROM THIS 
CASE AS DP PROFESSIONALS? 
Whilst the case itself is unlikely to shed 
light on data protection issues per se, 
there is no doubt that we should be 
keeping an eye on the progress of this 
case in so far as it links strongly back to 
the notion of quantification when 
claiming “loss” for misuse of personal 
data. If the claim is successful, it would 
certainly require a change in practices 
by Meta from a personal data use per-
spective and given the size of the class, 
the impact would not be an insignifi-
cant event even for Meta. Furthermore, 
those providers of similar social media 
platforms/apps that have a dominant 
position in their market will no doubt 
be watching with interest.  

If Dr Lovdahl Gormsen is success-
ful in re-working the methodology for 
loss and is eventually successful at trial 
(although it appears this is far from cer-
tain), claimants may start to more care-
fully weigh up the relative merits of 
competition cases versus action under 
data protection legislation in situations 
where the defendant seems to have a 
dominant position. 

The CAT is familiar with and seem-
ingly sympathetic towards collective 
action proceedings and so may be more 
appealing to claimants if they have 

reason to believe they can successfully 
plead competition law infringements. It 
is also the case, as mentioned above that 
the competition regime views the dis-
tribution of damages more flexibly 
than under the procedure used in pro-
posed collective claims based on data 
protection legislation/misuse of private 
information, which may mean a claim 
by collective action is more likely to be 
possible. 

In Lloyd v Google, the court consid-
ered that it would be unlikely that a 
claim somewhat similar to this one, 
(involving assessing what a reasonable 
person would pay to use the personal 
data in question) could be pursued by 
means of collective action because of a 
requirement for individualised assess-
ment of damages (where the approach of 
awarding “lowest common denomina-
tor damages” would lead to no award), 
although the court did suggest, else-
where in the judgement, that it might be 
possible in some situations to have a 
two-stage process, to assess and rule on 
common issues and then proceed to 
individual assessment of damages. 

If a methodology for loss can be 
established, perhaps it may also assist 
those trying to make data protection 
related claims in making their cases 
with regard to damage suffered (albeit 
maybe only for individual claims), 
which could encourage further claims. 

It will also be interesting to see if 
Meta pushes the argument that the data 
processing was not excessive but was 
necessary to provide the services and if 
so, what the CAT makes of that argu-
ment. It is clear that (unlike the Euro-
pean Data Protection Board) the Irish 
Data Protection Commission has sym-
pathy with this position stating in its 
press release in January 2023 (in rela-
tion to the fines levied against Meta 
Platforms Ireland Ltd) that “Facebook 
and Instagram services include, and 
indeed appear to be premised on, the 
provision of a personalised service that 
includes personalised or behavioural 
advertising” and that “in the view of 
the Data Protection Commission, this 
reality is central to the bargain struck 
between users and their chosen service 
provider, and forms part of the contract 
concluded at the point at which users 
accept the Terms of Service.” 

Finally, the reference made by the 
CAT to the possibility that there might 



be grounds for a consumer protection 
based claim in relation to the alleged 
unfair terms imposed by Meta is intrigu-
ing; another possible avenue for cases 
which involve personal data? However, 
the CAT’s comments that this type of 
case may not be suitable for collective 
action (given the different way in which 
the misleading statements by Meta would 
have affected the individuals) could put a 
stop to meaningful action on this front. 

As readers will be aware, this case is 
not the only issue Meta is facing at the 
moment. With the Irish Data Protec-
tion Commission recently confirming 
that Meta Platforms Ireland Ltd unlaw-
fully processed personal data in the use 
of targeted advertising (even though, as 

mentioned above, they took issue with 
this analysis by the EDPB), the risk of 
actions by data subjects is not going 
away any time soon.  

It remains to be seen whether there 
could be an attempt at framing an 
action which might overcome the hur-
dles in Lloyd v Google (at the time of 
writing there is at least one ongoing 
attempt) and whether Dr Lovdahl 
Gormsen will manage to convince the 
CAT to let her proceed with this case. 
Watch this space!
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Jersey DPA appoints new members
The Jersey Data Protection Authority 
(JDPA) has appointed three new 
Authority Members: Elizabeth 
Denham CBE, International Consul-
tant at Baker McKenzie (previously 
UK Information Commissioner), Paul 
Breitbarth, Data Protection Lead at 
Catawiki, a Dutch online marketplace, 
and Senior Visiting Fellow at Maas-
tricht University’s European Centre on 
Privacy and Cybersecurity, and 

Stephen Bolinger, Chief Privacy Offi-
cer for UK-based events and media 
company, Informa.  

They have been appointed as voting 
members of the Jersey Data Protection 
Authority for a term of four years. 
Each new Authority member started 
their term of office on 1 May 2023.  

Two of the current members of the 
Authority recently stepped down.  
Clarisse Girot was appointed as Head, 

Data Governance and Privacy Unit at 
the Organisation for Economic Co-
operation and Development (OECD), 
and David Smith (previously UK 
Deputy Information Commissioner) 
has retired. 
 
• See jerseyoic.org/news-articles/ 
news/jersey-data-protection-authority-
appoints-new-authority-members/

The ICO fined the recruitment firm 
Join The Triboo Limited on 12 April 
£130,000 for sending 107 million spam 
emails. The company had targeted job-
seekers without their consent. The 
ICO says that on average, each individ-
ual would have received on average 244 
emails during a calendar year. 

Andy Curry, ICO Head of Investi-
gations, said: “We provide advice and 
support to legitimate companies that 

want to comply with the law. Last year, 
we released updated direct marketing 
guidance to help those very businesses.” 

“That is, however, not what was 
happening in this case. This company 
did not properly seek permission from 
the people it chose to bombard with 
spam emails. The company used job 
seeking websites as a key component in 
its unlawful campaign.” 

The company has taken some steps 

to change its consent statements, but 
the ICO says this is insufficient to sat-
isfy the requirements of the Privacy 
and Electronic Communications Regu-
lations 2003 (PECR). The company can 
appeal the decision within 28 days of 
the date of the decision.  
 
• See ico.org.uk/action-weve-
taken/enforcement/join-the-triboo-
limited-mpn/

ICO fines recruitment firm £130,000

Sir John Whittingdale OBE MP will 
replace Minister of Data and Digital 
Infrastructure, Julia Lopez, during her 
maternity leave at the Department for Sci-
ence, Innovation and Technology 
(DSIT). Chloe Smith MP will also replace 
Michelle Donelan as Secretary of State for 

Science, Innovation and Technology.  
Chloe Smith has previously been 

Secretary of State for Work and Pen-
sions. Sir John Whittingdale was the 
Minister responsible for data protec-
tion at the Department for Digital, 
Culture, Media and Sport in 2020-21, 

and Secretary of State in 2015-2016. 
These changes at the DSIT will 

take effect when maternity leave 
begins. 

 
• See www.gov.uk/government/news/ 
ministerial-appointments-april-2023í

Imminent changes to data protection ministers
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DP Bill receives House of 
Commons second reading
The Opposition criticises the government for not taking the 
opportunity to make a real change from the GDPR.  
Laura Linkomies reports.

The Data Protection and Digi-
tal Information (No. 2) Bill 
had its Second Reading at the 

House of Commons on 17 April. 
Several Labour MPs said that while 
they are largely supportive of the 
government’s aims for a data reform, 

this Bill does not fulfil this objective.  
Aspects that attracted many ques-

tions were the wide-ranging powers 
for the Secretary of State to approve 
codes of practice, and the ICO’s 

Spot the difference:  
The DPDI (No. 2) Bill  
starts its legislative journey 
Rebecca Cousin, Lucie van Gils and Hilal Temel of Slaughter 
and May look into the proposed changes which do not mark a 
radical change from the 2022 Bill.  

For businesses across the UK 
and beyond waiting to see 
what a UK GDPR 2.0 might 

look like, the journey towards 
revised data privacy laws in the UK 

has begun (again). The Data Protec-
tion and Digital Information (No. 2) 
Bill (2023 Bill) was introduced in the 

Continued on p.3
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AI White Paper proposes joint 
regulatory guidance 
The UK government is investing heavily in AI, and is now trying to create 
an environment for AI to flourish. The much-awaited White Paper 
identifies however, some risks to human rights and privacy, for example the 
use of AI to generate deepfake pornographic video content, bias in assessing 
credit-worthiness of loan applicants, or intrusive collection of data through 
connected devices in the home. On a larger scale, the privacy law 
community  needs to worry about disinformation generated and 
propagated by AI, and its impact on trust in democratic institutions and 
processes. 
 
The consultation on the AI White Paper is now open for 12 weeks, until 
21 June. This is the time to shape the future direction of AI in the UK – 
although regulation elsewhere will have an impact too (p.12). Cross-
jurisdictional requirements mean that companies need to prepare AI 
compliance programmes now. Organisations can no longer claim they were 
not aware of the issues involved. The ICO has for some time been saying 
that AI is no longer a new concept, and it will therefore enforce data 
protection law on AI as vigorously as in any other field.  
 
The White Paper will lack any statutory footing, and the government is not 
seeking to appoint a new regulator. While AI is a strategic priority for the 
ICO, as is empowering responsible innovation, the regulator says that it 
would welcome clarification on the respective roles of government and 
regulators in issuing  guidance and advice as a result of the proposals in the 
AI White Paper. The ICO encourages the government to reach out to the 
Digital Regulation Cooperation Forum (DRCF) which consists of several 
regulators in this field, and where joint regulatory responses can be 
formulated. 
 
In April, the Data Protection and Digital Information No. 2 Bill received 
its second reading in the House of Commons (p.1). The Online Safety Bill 
is at the Committee stage in the House of Lords, and the Digital Markets, 
Competition and Consumers Bill was recently introduced into Parliament 
(p.8). All this activity will keep DPOs, and us at PL&B, very busy. Join the 
debate at Who’s Watching Me? our summer conference in Cambridge in 
July to hear from the new government home for data protection, the 
Department for Science, Innovation & Technology (DSIT, p.22), the ICO 
and other stakeholders. Register at www.privacylaws.com/plb2023. 
 
Laura Linkomies, Editor 
PRIVACY LAWS & BUSINESS 
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Contribute to PL&B reports 
Do you wish to contribute to PL&B UK Report? Please contact 
Laura Linkomies, Editor (tel: +44 (0)20 8868 9200 or  
email: laura.linkomies@privacylaws.com) to discuss your idea, or 
offer to be interviewed about your organisation’s data 
 protection/Freedom of Information work.
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